
 

 

 

 

 

 

 

 

 

 

 

 

 

Getting Started with Hammerspace 

Hammerspace 4.1 

AWS Marketplace 

7/17/2019 
 

 

 

 

 

 

 

 

 

 

 

 

 

  



 

2 

 

HS0402-ENUS-01 

INTRODUCTION ............................................................................................................................................... 3 

ENVIRONMENT ................................................................................................................................................ 4 

CONFIGURING HAMMERSPACE ........................................................................................................................ 5 

ADDING STORAGE ........................................................................................................................................................... 5 

CREATING A SHARE .......................................................................................................................................................... 6 

ACCESSING SHARES .......................................................................................................................................................... 8 

NFS v4.2 .................................................................................................................................................................. 8 

NFS v3 ..................................................................................................................................................................... 9 

SMB ........................................................................................................................................................................ 9 

Cross Protocol file access...................................................................................................................................... 10 

ADDING ADDITIONAL STORAGE SYSTEMS ....................................................................................................... 11 

ADDING AWS S3 STORAGE TO HAMMERSPACE ............................................................................................... 13 

CREATING AN AUTOMATED TIERING OBJECTIVE ................................................................................................................... 17 

 

 

  



 

3 

 

HS0402-ENUS-01 

Introduction 
This guide will take you through a basic setup of Hammerspace once it has been deployed. It will add 

storage, show how to access the exports and configure basic objectives to get started. 

Once that is done, it will show how to add additional storage to the environment. 

 

Hammerspace offers global namespace with extensive Enterprise capabilities that go well beyond a 

regular storage system, in fact, Hammerspace is not a storage solution but rather a metadata layer on top 

of existing storage. Hammerspace leverages your existing storage solutions and adds capabilities on top 

of that. If you do not yet have any storage usage in the cloud, Hammerspace is able to include the use of 

Amazon Block Storage (standard disk, SSD disk) as well as S3 Cloud Storage to get you started. 

 

Hammerspace capabilities 

¶ Unified Namespace across heterogenous vendors including different storage types (file, object 

and block)  

¶ Global Namespace (active/active) across multiple Hammerspace servers, across cloud regions 

as well as on-premises environments ï this functionality is available in Beta, please contact 

support@hammerspace.com for access 

¶ Live Data Mobility ï moves files without disruption across storage systems and the cloud 

¶ Concurrent data access over NFS v3, NFS v4.2 and SMB 2.x/3.x protocols 

¶ Scale-out performance 

o NFS v3 and SMB scale-out is achieved deploying multiple Data Services nodes 

o NFS v4.2 scale-out is native to the protocol 

¶ File-granular Data Tiering for performance, capacity and cost-savings 

¶ Dynamically grow and shrink the environment to fit the usage model of the cloud 

¶ Active Directory integration with support for SMB protocols features such as Windows Previous 

Versions support and RFC2307bis ID mapping. 

¶ Supports Share-level snapshots, snapshots can be moved to object storage to reduce cost for 

long retention periods of snapshots 

¶ Global Deduplication ï any data that is moved to object storage is automatically deduplicated for 

capacity savings 

¶ WAN optimization ï deduplication and compression to reduce the bandwidth usage 

¶ File-level cloning and offloaded cloning supported (cp --reflink is fully supported over NFS v4.2).  

¶ Disaster Recovery of Hammerspace itself across regions 

¶ Extensive, user-defined metadata (tags, labels, attributes and keywords) 

¶ Ability to search and navigate namespace using POSIX and user-defined metadata 

¶ Pre-configured collections and custom in-place search criteria at any level in the namespace 

¶ Advanced, per file data objectives for ease of management 

¶ No practical limitations on file counts, per directory number of files entries and capacity limits 

  

mailto:support@hammerspace.com
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Environment 
The environment used for this guide is Amazon Web Services. It assumes that Hammerspace has been 

deployed using the AWS Marketplace. If you have not yet done those steps, please read the 

Hammerspace Deployment Guide for AWS Marketplace. 

 

  

https://hammerspace.com/deployment-guide-for-amazon-aws-marketplace/
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Configuring Hammerspace 
There is a minimum of two configuration steps required to start using the Hammerspace product: 

1. Add storage 

2. Create share(s) 

This guide will also explore adding additional storage both as new storage volumes, and storage with 

existing data. This guide will also add Amazon S3 Storage and show how to tier data. 

 

ADDING STORAGE 

Storage in Hammerspace consists of Storage Systems and Storage Volumes (buckets in the case of 

object storage), both are added as individual steps to ensure maximum configuration flexibility. 

Hammerspace supports storage systems such as NetApp OnTAP, Isilon OneFS, AWS S3 Cloud Storage 

as well as regular block disks provisioned into Data Services nodes. 

 

The first step is to accept the Data Services node that was deployed as part of the Hammerspace 

deployment. A Data Services node can be deployed with and without storage, in this example it was 

deployed with storage. 

 

1. Logging into the Hammerspace UI 

Username: admin 

Password: Temporary password given as part of 

deployment 

 

Even though the temporary password is unique, it is 

recommended that the admin password is changed 

upon login. 

 

2. Adding the DSX node 

First click on the Infrastructure tab (1) on the left, then 

on Storage Systems (2). 

Locate the correct row and under the action column, 

click the + sign (3). 
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3. Adding storage volumes attached to the DSX node 

Click on the + Volume button and walk through the 

self-explanatory 4-page wizard.  

 

Note that for any limited capacity Hammerspace 

solution, if the size of volumes being added is greater 

than what that solution allows, this operation will fail. 

Make sure that the total size of the volumes being 

added is within the capacity allowed by the solution.  

 

 

4. Navigate into the Volumes tab and verify that the 

volume has been successfully added. You are now 

ready to add your first share to Hammerspace and 

starting using the namespace. 

 

 

5. Navigate into the Volumes tab and verify that the 

volume has been successfully added. You are now 

ready to add your first share to Hammerspace and 

starting using the namespace. 

 

 

 

 

 

 

Creating a share 

Hammerspace is a global namespace where the namespace can be navigated transparently across 

shares assuming permissions allow for that. 
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1. Navigate to Infrastructure tab(1) and Shares (2)  

 

2. Click Create share 

Name (1) is the SMB name for the share. It is a required field even if you are not using SMB 

Export Path (2) is the export path for the Global Namespace 

NFS Exports can be further restricted using Export Subnet (3) rules. 

Share Size (4) represents a quota on the share, the value represents the maximum amount of data 

that can be stored in the share.  

It can be set to any value, even much larger than the capacity that is available from the configured 

storage volumes. Keep in mind that you can only store as much data as the available capacity from the 

storage volumes. 

The share size can be increased at any time but it cannot be shrunk. Share size should NOT be 

confused with the ability to free up capacity in the system to reduce storage cost as its only purpose is 

to enforce a maximum share usage. By default, the size of the namespace will represent all available 

NFS Storage Volumes. 

 

Again, note that for any limited capacity Hammerspace solution, if the specified share size is greater 

than what that solution allows, this operation will fail. Make sure that the total share capacity being 

added is within the limit allowed by the solution. 
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3. Click Create and the share will be created as a background activity. 

 

ACCESSING SHARES 

By default, all shares are exported across all three available protocols, NFS v3, NFS v4.2 and SMB. 

 

NFS v4.2 

Mounting shares using NFS v4.2 is slightly different from NFS v3 and SMB. NFS v4.2 exports are 

available from the Hammerspace Metadata Server while NFS v3/SMB exports/shares are available from 

any of the DSX nodes. 

 

NFS v4.2 is a more modern protocol that has undergone a lot of improvements in the past 12 months, this 

means that only relatively recent Linux versions (for example, RHEL/CentOS 7.5 and newer) have the 

most recent fixes. For some older Red Hat/CentOS Linux versions, Hammerspace have done the work to 

backport the upstream fixes. 

Most Linux versions available in the cloud are capable to mount NFS v4.2. Please contact Hammerspace 

at support@hammerspace.com if you have questions. 

 

Example syntax of mounting from a Linux client: 

# mount -t nfs -o vers=4.2 <Hammerspace Metadata Server IP/Hostname>:<export path> <mount path> 

For further options, please see the Linux man pages. 

 

Note that Hammerspace does not support NFS v4.0 or v4.1. 
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NFS v3 

NFS v3 is generally available on all Linux and UNIX platforms and fully supported by Hammerspace. The 

scale-out architecture of DSX Portal nodes is an excellent platform for achieving the performance and 

availability required for Enterprise applications still using NFS v3. 

 

Mounting from a Linux client: 

# mount -t nfs -o vers=3 <DSX node>:/mnt/data-portal/<export path> <mount path> 

 

Note the extra /mnt/data-portal path used for the portals export path vs. NFS v4.2. 

 

SMB 

The SMB protocol is also supported by the Hammerspace namespace. The SMB Cluster Name is 

automatically created during the deployment and can be found under Administration->Active Directory. 

When the share is created, the first field is the SMB name for the share. 

 

If the Hammerspace server is not connected to Active Directory (preferred), then local SMB users need to 

be manually created. This is done under Administration->Users: 

 

 

 

Use the credentials created to connect to the SMB share. Both Windows and MacOS clients are 

supported for SMB client traffic. 
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Cross Protocol file access 

Hammerspace supports access to the same data across multiple protocols at the same time, both 

permissions (regular and ACLs) and file locking are supported across NFS v3, SMB and NFSv4.2. No 

special configuration settings are required to enable this functionality. 

Hammerspace supports RFC2307bis for consistent ID mapping across typically Linux and Windows 

environments. 
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Adding additional storage systems 
To add additional DSX nodes to the system, go back to the marketplace and select the Hammerspace 

solution. In the pulldown Deployment Type, select Add Data Services (DSX) to a Hammerspace solution. 

You can also choose to deploy the additional DSX nodes using a different Instance Type.  

 

 

 

In this example, two additional DSX nodes were deployed and in the Hammerspace GUI, two nodes have 

been discovered as Pending nodes on the Storage Systems page. Click the + sign in the Action column 

for both of them and wait until added.D 

 

 

 

When the storage systems have finished adding, we will add all the volumes at the same time. For this 

exercise, navigate to the Volumes tab and press Add Volume.  
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Selecting both of the new storage systems will result in adding all volumes, alternatively, follow the arrow 

in the browse column to do individual column selection. 

In our example we will select both storage systems and walk through the wizard, accepting the default 

values. 

 

Adding the volumes takes approximately 3 minutes per volume as each volume is benchmarked to get an 

initial performance profile. This helps to get a basic understanding of the performance profile of each 

volume. 

 

 

New data being stored in the namespace will automatically use the new capacity as it becomes available 

unless objectives have been created that prevent that from happening. Hammerspace uses machine 

learning to intelligently load-balance performance and capacity against available underlying resources. 
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Adding AWS S3 Storage to Hammerspace 
Hammerspace, with its file granular data mobility, can move any file into AWS Cloud Storage. When files 

are moved into S3 storage, space is freed up from their previous location. Additionally, all data that flow 

into S3 is automatically deduplicated by Hammerspace Data Services. 

 

Files that are moved to S3 will automatically be re-hydrated to NAS volumes if read or opened for writing. 

This is done automatically, and no configuration parameters are required for it to happen. 

 

1. Start by adding AWS S3 to Hammerspace. 

Navigate to Infrastructure -> Storage Systems and click Add Storage System 

 

Select AWS S3 after putting in a 

name for the storage system. 

 

 

Fill in the required details. 

 

 



 

14 

 

HS0402-ENUS-01 

 

2. Add S3 bucket(s)  

Click Volumes to bring up the Add Volume wizard. Select the bucket(s) and walk through the wizard to 

add the volume(s) to Hammerspace. 

 

 

  

3. You have now successfully added S3 storage to Hammerspace. By default, S3 storage will only be 

used when the NFS volumes are exceeding their manage-to capacity or if there are objectives that move 

data to S3.  

 

The easiest method to test that everything is working as expected is to store some data in the 

Hammerspace share created earlier and then navigate using the Hammerspace file browser and 

manually assigning the S3 tier to that file. 

 

See example on the next page. 
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Manually assigning a place-on objective to a file using the Hammerspace file browser. Navigate to Shares 

and click on the share name. Click on the edit icon to bring up the selection list 

 

 

 

Select the place-on entry representing the name for the AWS destination. 
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The alignment column will change from green to red as the file is now out of alignment with the intent of 

having a copy in AWS. 

 

 

A short moment after, the alignment turns green and the file is now in AWS. From a namespace 

perspective, nothing has changed and if a client or application is accessing the file, it will automatically be 

re-hydrated back to an NFS storage volume while being read or written. 

 

 

  




